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System Configuration

MATLAB Release: R2016b

Host GPU
Name Intel(R) Core(TM) i5-6400T CPU @ 2.20GHz Name GeForce GTX 960
Clock 2201 MHz Clock 1.200500e+03 MHz
Cache 1024 KB NumProcessors 8
NumProcessors 4 ComputeCapability 5.2
OSType Windows TotalMemory 4.00 GB
OSVersion Microsoft Windows 10 Home CUDAVersion 8
DriverVersion 6.14.13.6930 (369.30)

Results for MTimes (double)

These results show the performance of the GPU or host PC when calculating a matrix multiplication of two NxN real matrices. The number of operatior
assumed to be 2*N"3 - N~2.

This calculation is usually compute-bound, i.e. the performance depends mainly on how fast the GPU or host PC can perform floating-point operations.

Raw data for GeForce GTX 960 - MTimes
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Results for Backslash (double)
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These results show the performance of the GPU or host PC when calculating the matrix left division of an NxN matrix with an Nx1 vector. The number ¢
operations is assumed to be 2/3*N"3 + 3/2*N"2.

This calculation is usually compute-bound, i.e. the performance depends mainly on how fast the GPU or host PC can perform floating-point operations.

Raw data for GeForce GTX 960 - Backslash
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Results for FFT (double)

These results show the performance of the GPU or host PC when calculating the Fast-Fourier-Transform of a vector of complex numbers. The number
operations for a vector of length N is assumed to be 5*N*10g2 (N).

This calculation is usually memory-bound, i.e. the performance depends mainly on how fast the GPU or host PC can read and write data.
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Results for MTimes (single)

These results show the performance of the GPU or host PC when calculating a matrix multiplication of two NxN real matrices. The number of operatior
assumed to be 2*N"3 - N~2.

This calculation is usually compute-bound, i.e. the performance depends mainly on how fast the GPU or host PC can perform floating-point operations.

Raw data for GeForce GTX 960 - MTimes
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1,024 64,512 0.08 0.79
4,096 520,192 0.07 7.19
16,384 4,177,920 0.07 60.49

65,536 33,488,896  0.09 362.21
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Results for Backslash (single)

These results show the performance of the GPU or host PC when calculating the matrix left division of an NxN matrix with an Nx1 vector. The number ¢
operations is assumed to be 2/3*N"3 + 3/2*N"2.

This calculation is usually compute-bound, i.e. the performance depends mainly on how fast the GPU or host PC can perform floating-point operations.

Raw data for GeForce GTX 960 - Backslash Blackslash (singlﬁ]
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Results for FFT (single)

These results show the performance of the GPU or host PC when calculating the Fast-Fourier-Transform of a vector of complex numbers. The number
operations for a vector of length N is assumed to be 5*N*10g2 (N) .

This calculation is usually memory-bound, i.e. the performance depends mainly on how fast the GPU or host PC can read and write data.

Raw data for GeForce GTX 960 - FFT (single)
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1,024 51,200 0.08 0.61
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65,536 5,242,880 0.14 36.84
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